
Tentamen Numerical Mathematics 2
January 25, 2017

Duration: 3 hours.
In front of the questions one finds the weights used to determine the final mark.

Problem 1

a. Consider the matrix

A =

 1 1
ε 0
0 ε


for the problem Ax = b, with ε = 10−10. For this problem we want to find the
least-squares solution.

(i) [3] Show that it is not possible to solve this problem via the normal equations
on a standard PC.

(ii) [5] Create a QR factorization of A using Housholder transformations. How is
this QR factorization used to find the least squares solution and does this lead
to a solvable system?

(iii) [4] Compute the singular values of A.

b. Suppose we make an LU factorization of a matrix A of order n where the matrix L
has ones on its diagonal and moreover L is diagonal dominant by rows.

(i) [3] Let e1 be the vector [1, 0, 0, · · · , 0]T . Show that all the entries the solution y
of Ly = e1, are less than or equal to 1 in magnitude. (Hint, prove by induction.)

(ii) [3] Show that every entry of the inverse of L is less than or equal to one.

(iii) [1] Show that ||U ||∞ ≤ n||A||∞
(iv) [1] Solving Ax = b with the above LU factorization one can show that we in

fact find a solution x̂ which is the exact solution of a system (A + δA)x̂ = b
where |δA| ≤ nu(3|A| + 5|L||U |) + O(u2). Show that ||δA||∞ ≤ nu(3||A||∞ +
10||U ||∞) +O(u2).

(v) [1] Bound ||δA||∞ in ||A||∞.

(vi) [2] How is this expression used to bound the relative error in x?

Problem 2

a. Consider the n× n, n even, matrix

A(ε) =


1 1

. . .
. . .

1 1
ε 1


(i) [3] Show that the characteristic equation of A(ε) is given by (λ− 1)n − ε = 0.

(ii) [4] Consider the problem (λ − 1)n = d. Give the absolute condition number of
this problem for d 6= 0. What happens to this condition number if d tends to
zero?



(iii) [3]

In the figure right the computed ei-
genvalues of QTA(0)Q, where Q is
a random orthogonal matrix, are de-
picted for n = 10. Relate the results
to the solution of the characteristic
equation of part (i) where ε is the
unit round.
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b. The QR-method to find all eigenvalues of a matrix A is defined by the following
iteration

A0 = A

QiRi = Ai, for i = 0, 1, 2, 3, ...

Ai+1 = RiQi

(i) [2] Show that Ai is similar to A for all i.

(ii) [4] Let Q̂i−1R̂i−1 = Ai (indeed A to the power i). Show that Ai = (Q̂i−1)
TAQ̂i−1.

(Hint, prove by induction).

(iii) [4] Assume furthermore that A is symmetric and tridiagonal. Show that Ai is
tridiagonal for all i.

c. [4] Show the existence of the generalized Schur form

AZ = Y S

BZ = Y T

where both Z and Y are orthogonal and S, T upper triangular. You may assume that
A and B are non-singular. You may start from the standard Schur form of B−1A.
How is the generalized Schur form used to solve the generalized eigenvalue problem
Ax = λBx?

Problem 3

Consider the basis {1, x, x2, x3, · · · , } on the interval [0, 1]. Moreover on this interval an
inner product is defined by (f, g) =

∫ 1
0 f(x)g(x)dx.

a. [4] Derive the first three orthogonal basis functions (so up to the quadratic function).

b. [2] Show that the zeros of the quadratic basis function are 1
2 ±

1
6

√
3.

c. [4] Show that for the original (so the one on top of this question) basis, using n terms,
the least squares approximates of a function f on the subspace is found by solving
the coefficients from the linear system Ac = b with aij = 1/(i+ j+1) and bi = (f, xi).

d. [3] Suppose we now use the orthogonal basis {ψ0(x), ψ1(x), · · · , ψn(x)}. To which
linear system does the least squares minimization lead here?

e. [3] The minimizations in both part b and c lead to the same polynomial approximation.
Why is this the case?



f. [2] Numerically, using the orthogonal polynomials as a basis is favored. Why?

g. [3] A Gauss method for the integration of

dy

dt
= f(t, y)

is given by the Butcher tableau
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Explain why in the first column one finds the zeros of the polynomial as given in part
b. What will be the order of accuracy of this method.

h. [2] Let f(t, y) = y(y + 1). Which system has to be solved in each time step using the
Gauss method from the previous part?
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